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A b s t r a c t

tudent learning performance is a fundamental aspect of  evaluating any 

Seducational system. It forms the basis for assessing quality education. This 

paper highlights the critical role of  student academic performance for 

educational institutions' achievement using educational data mining (EDM). The 

study analyzes and assesses student performance, proposing a predictive model 

based on key features such as attendance and grades. It compares various classifiers, 

including Bayes Network, Logistic Regression, Random Forest, Support Vector 

Machine, and Decision Tree to categorize student performance and predict grades. 

Additionally, the ensemble methods Voting and Bagging were employed to enhance 

classifier accuracy. In evaluating the Kaggle online dataset, Voting and Bagging 

achieved the highest accuracy of  68%. For the local dataset, Voting, Support Vector 

Machine, Decision Tree, and Random Forest achieved 100% accuracy, while 

Bagging and Logistic Regression followed with 89% accuracy, 100% precision, and 

80% recall. Naïve Bayes had the lowest performance with 56% accuracy. These 

results demonstrate the effectiveness of  ensemble methods in educational settings 

and suggest their potential for further exploration. The accuracy of  these techniques 

depends on the available data and the nature of  the task. The high accuracy of  the 

Voting classifier in predicting academic success can help educators identify at-risk 

students and provide necessary support, significantly improving educational 

outcomes. Educators and institutions can use these findings to develop targeted 

interventions and support systems tailored to individual student needs, ultimately 

promoting academic success.
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Background to the Study

Student learning performance is a fundamental aspect of  evaluating any educational system. It 

forms the basis for assessing quality education. Higher education institutions prioritize 

academic performance as a key issue in delivering quality education to their students. 

Universities are currently facing significant challenges in attracting prospective learners, with 

competition intensifying as more institutions emerge (Olukoya, 2020). Nowadays, the use of  

advanced computational methods holds significant promise for understanding and predicting 

the academic performance of  secondary school students. The field of  educational data mining 

and learning analytics actively investigates various machine learning techniques to predict 

student outcomes (Namoun et al., 2020). Previous studies have investigated the efficacy of  

regression and classification models in this area, with emphasis on variables such as online 

learning behaviors, assessment outcomes, and the emotional factors affecting academic 

performance. Researchers have also examined the impact of  diverse feature sets, including 

enrollment data, academic records, attendance records, and demographic information on 

accurately predicting student academic achievement (Buyrukoğlu, 2022).

One notable strategy identified to enhance prediction accuracy involves the use ensemble 

learning techniques, particularly bagging and voting. These methods are able combine multiple 

base classifiers to collectively enhance predictive performance and robustness in predicting 

academic outcomes. This research aims to compare bagging, voting and single classifiers in 

predicting academic performance among secondary school students. Our study will assess the 

predictive accuracy of  diverse models and investigate the influence of  various feature sets on 

their performance. By building on insights from previous studies (Namoun et al., 2020; Chui et 

al., 2020; Buyrukoğlu, 2022), this research seeks to contribute to the ongoing development of  

data-driven approaches aimed at ameliorating student success.

This research work focused on the task of  collecting data connected with academic 

performance reflecting student grades, attendance records, and students' demographic 

information from secondary schools and then implementing and contrasting traditional single 

classifiers such as Decision Trees, Logistic Regression, and Support Vector Machines by 

applying advanced machine learning techniques and large amounts of  data. The primary goal 

is to develop a precise method for identifying students at risk, enabling teachers to take 

necessary actions to improve their circumstances. Consequently, ensemble learning techniques 

and hybrid models demonstrate these capabilities.

Related Works

Accurately predicting student performance in secondary education is crucial for identifying 

students at risk and applying timely interventions. Recent studies in data mining techniques 

have showed significant accuracy of  predictive models. This review explores the effectiveness 

of  single classifiers, voting and Bagging, an ensemble learning technique in this context. 

Several studies have investigated the use of  single and ensemble classifiers to predict secondary 

school student performance. In the research that done by Siddique (2021) and Jalota (2023) 

both found that ensemble methods, especially MultiBoost and LogitBoost, outperformed 

single classifiers, achieving high accuracy of  98% in predicting student performance. Olukoya 
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(2020) also emphasized the importance of  ensemble methods. Olukoya (2020) found that REP 

Tree and its ensemble attained the highest accuracy, while voting ensembles performed slightly 

better than bagging and boosting homogeneous ensembles. Collectively, these studies indicate 

that ensemble methods, particularly MultiBoost and LogitBoost, are very effective in 

predicting secondary school student academic performance.

Adejo and Connolly (2017) demonstrated that ensemble learning using multiple data sources 

significantly improves prediction accuracy related to single classifiers with a single data source, 

aiding in the identification of  at-risk students. According to Razak (2021) found that Boosted 

Decision Trees did better than other models, while Eleyan (2022) reported that classification 

trees and logistic regression were the most effective. Jalota (2023) extended these findings by 

employing ensemble classification techniques, obtaining accuracy of  99.8%. Additionally, 

Joshi (2020) demonstrates the use of  data mining and machine learning for predicting the 

academic performance of  secondary students using Naïve Bayes, Naive Bayes, Decision Tree, 

and Logistic Regression algorithms to predict and analyze student performance

In another study, Hasib (2022) and Singh (2020) both applied different machine learning 

algorithms. Hasib in his investigation discovered that Support Vector Machine (SVM) 

outperformed other algorithms, while Singh identified bagging as the most effective ensemble 

technique. Ragab (2021) focused on the impact of  different factors on performance, 

highlighting the influence of  a history of  grades. These studies collectively stressed the 

potential of  machine learning in predicting student performance, with SVM and bagging 

emerging as particularly effective methods. Injadat et al. (2020), Miguéis et al. (2018), 

Buyrukoğlu (2022), and Chui et al. (2020) investigated multiple machine learning 

methodologies aimed at improving the precision of  forecasting student performance. One 

study used enrollment data and academic records to examine the effectiveness of  different 

feature sets in predicting student performance, finding that academic, behavioral, 

demographic, student attendance, and family-related features were all influential (Buyrukoğlu, 

2022). Another study proposed a gradient boosting machine algorithm to predict student 

performance at the end of  the academic year. It considered factors such as age, school, 

neighborhood, absence, and grades, achieving accuracies of  86% and 89%. Additionally, Chui 

et al. (2020) systematic review highlighted the frequent use of  regression and supervised 

machine learning models for classifying student performance. It identified student online 

learning activities, term assessment grades, and student academic emotions as the most 

significant predictors of  learning outcomes. (Namoun & Alshanqiti, 2020).

Furthermore, Al-Hagery et al. (2020) demonstrated that the ability to predict student 

performance can assist stakeholders make good decisions and take actions that benefit higher 

education institutions, particularly in curriculum development and enhancing instructor 

effectiveness. These impacts can stem from personal, social, environmental, and psychological 

factors. While these studies have provided valuable insights into the factors influencing student 

performance, there remains a need for a more comprehensive understanding of  the relative 

importance of  different predictors and the potential of  ensemble methods, such as voting, 

bagging, in improving prediction accuracy.
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Data Mining Concept

Data mining is a complex process that involves aligning observed data with real-world 

phenomena (Smith, 2001). One approach to achieving this alignment is through the utilization 

of  visualization techniques, which can be automated using fuzzy set theory to handle high-

dimensional datasets effectively (Last, 1999). Another important concept in data mining is 

information granulation, which enhances interpretability and streamlines computational 

processes. In the context of  investment, data mining methods such as customer clustering are 

employed to identify and quantify investors' perceptions and preferences (Batra, 2012). 

Knowledge Discovery in Databases (KDD) is a systematic process for extracting insights and 

patterns from large datasets. Here are the key steps involved:

1. Data Cleaning and Preprocessing: Data cleaning and preprocessing are important 

steps in data analysis processes (Kotsiantis, 2007).

2. Data Integration: Combining data from diverse sources into a unified dataset to 

facilitate comprehensive analysis and ensure all relevant information is available.

3. Data Selection: Data selection is a critical aspect of  various fields, including language 

technologies, signal processing, and machine learning (Clark, 2008).

4. Data Transformation: Data transformation is a fundamental step in data 

preprocessing, with the potential to significantly impact the quality of  visualization 

and user task performance (Wen, 2008).

5. Data Mining: Employing algorithms such as classification, clustering, association rule 

mining, and anomaly detection to uncover meaningful patterns, trends, and 

relationships within the dataset.

6. Pattern Evaluation: Assessing discovered patterns for significance, validity, and 

relevance to original research objectives using metrics like accuracy and 

interpretability.

7. Knowledge Presentation: Communicating extracted insights in formats like 

visualizations, reports, or summaries that are understandable and actionable for 

domain experts.

8. Knowledge Utilization: Applying discovered knowledge to inform decisions, enhance 

processes, or develop predictive models that drive advancements in the relevant field of  

study.

Classification Algorithms in Data Mining

Classification involves determining the category to which a new observation belongs based on a 

training set of  data with known category memberships. For example, classifying an email as 

"spam" or "non-spam," or diagnosing a patient based on observed characteristics like gender, 

blood pressure, and symptoms. In machine learning terminology, classification is a type of  

supervised learning where a training set of  correctly labeled observations is provided (Bardab, 

2021).

Decision Tree

A Decision Tree is a widely used and intuitive approach in machine learning for both 

classification and regression tasks. It constructs decisions and their potential outcomes, 

forming a hierarchical structure where each internal node tests an attribute, each branch 
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indicates the outcome of  the test, and each leaf  node represents a class label or a continuous 

value. Kesavaraj and Sukumaran (2013) developed a model and argued that the model is 

capable of  predicting the target variable's value based on multiple input variables. Decision 

trees are typically simple yet capable of  managing intricate datasets, offering transparent 

insights into decision processes. They are adept at handling noisy data but may have limited 

effectiveness with large datasets.

Support Vector Machine

Support Vector Machines (SVMs) are advanced tools in machine learning that are particularly 

effective for classification tasks requiring distinct separation between classes. They 

demonstrate a complete performance across various fields yet achieving optimal results hinges 

on meticulous parameter tuning and a deep understanding of  kernel functions. SVMs represent 

a modern approach in machine learning rooted in statistical learning theory (Boswell, 2002). 

Essentially, they aim to identify a hyperplane that perfectly divides d-dimensional data into its 

respective classes and have proven to be very successful in practical applications. Additionally, 

SVMs have been extended to tackle regression tasks, where the objective is to predict numerical 

values rather than simply classifying outcomes into "Yes" or "No".

Logistic Regression

Logistic regression is a powerful statistical technique used in modelling the relationship 

between binary response variables and explanatory factors (Dereck, 2006). The fact it is 

versatile makes it capable of  handling both continuous and categorical explanatory variables. 

The primary objective of  logistic regression is to develop a model that fits the data well and 

provides a clear interpretation of  the relationships (Hosmer, 2005). Recent advancements in 

logistic regression, such as penalized regression methods, have been introduced to effectively 

handle situations with many predictor variables (Makalic, 2010).

Bayesian networks 

A Bayesian Network is a graphical representation that shows the probabilistic relationships 

among variables and their dependencies through a Directed Acyclic Graph (DAG). Phyu 

(2009) described Bayesian networks as graphical models used to reason under uncertainty, with 

nodes representing variables (whether discrete or continuous) and arcs indicating direct 

connections between them.
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Methods

Figure 1: Proposed Model

Proposed Model Learning Activities.

The research was conducted using Python 3.11 as the programming language within an open-

source Jupiter notebook. Several data analysis tools were used in this study. This includes 

Pandas, Seaborn, and Scikit-learn libraries.  Several stages were involved in the data gathering 

process. This includes data preprocessing, exploratory data analysis, feature selection, model 

selection, model training, testing, and evaluation.  The dataset for this study was sourced from 

two main places: the Kaggle online learning repository, which includes 1,044 instances with 31 

attributes, and a local dataset obtained through a questionnaire administered in a Secondary 

School in Abuja, Nigeria, consisting of  45 instances and 19 attributes (Cortez et al., 2018). The  

attributes of  the dataset are categorized into demographic, behavioral, and other relevant types.

 

Model Evaluation and Measurement Terms

In the field of  machine learning, model performance is evaluated using a test dataset. 

Vijayalakshmi et al., (2019) highlights that essential evaluation metrics for classification tasks 

include accuracy, precision, recall, F1-Score and precision and recall (PR) curves, confusion 

matrix and specificity. The choice of  a specific metric depends on the nature of  the problem.
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Table 1: Confusion Matrix

Accuracy indicates the percentage of  correct predictions out of  all predictions made. Precision 

calculates the ratio of  correctly classified instances to the total number of  both correctly and 

incorrectly classified cases. Recall measures the ratio of  correctly classified instances to the 

total number of  both unclassified and correctly classified cases. Additionally, the F-measure 

combines precision and recall providing a balanced assessment of  their relationship. The ROC 

Area, obtained by plotting the true positive rate against the false positive rate across various 

thresholds, serves as another important metric. Additional information is at times included in 

the table that includes the True Positive, True Negative, False Positive and False Negative. The 

terms can be explained as follows:

 Accuracy =              TP+ TN 

� � TN+ FN+FP+TP……………………………………………. (1) 

Recall =            TP

                    TP+ FN………………………………………………………. � (2) 

Precision=            TP 

� � TP+ FP………………………………………………………  � (3) 

F. Measure =  Precision x Recallc

� � Precision + Recall ………………………………….(4)c 

Results and Discussion

The following presents the findings obtained from the analysis of  student performance. 

Table 2: The Results of  the Kaggle Online Dataset on single classifiers performance and 

ensemble methods.

The classification results above in table 2 reveals varying strengths among the classifiers.  

Firstly, Bagging, Voting, and Logistic Regression models obtained 68% accuracy. SVM 
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0.62

 

0.76

 

0.69

 
Random Forest

 

0.67
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demonstrates the highest recall at 92%. In terms of  the F-Measure, the model achieved 73% 

with Random Forest. In contrast, both Naïve Bayes and Decision Tree resulted in slightly lower 

metrics. Finally, both Voting and Logistic Regression demonstrated the highest precision of  

92% and 91% respectively. Despite their lower recall, these two classifiers are effective in 

applications where accurate prediction of  positive instances is critical.

Table 3: The Result of  the Local Dataset on Single classifiers and Ensemble methods

As shown in Table 3 above, the validation process was conducted using 10-fold cross-
validation. The results indicated that the proposed model, utilizing the Voting, Support Vector 
Machine, Decision Tree, and Random Forest classifiers, achieved perfect scores with 100% 
accuracy, precision, recall, and F-measure. Bagging and Logistic Regression closely followed, 
both achieving 89% accuracy, 100% precision, 80% recall, and an F-measure of  0.89. Naïve 
Bayes had the lowest performance, with 56% accuracy. This study compared individual 
classifiers (Logistic Regression, Support Vector Machine, Decision Tree, Random Forest, and 
Naïve Bayes) with ensemble methods (Bagging and Voting). The results indicate that while 
single classifiers can achieve good performance, ensemble methods generally excel, 
particularly in attaining higher accuracy and maintaining balanced precision, recall, and F-
measure scores.

Conclusion

The research primarily aimed to compare the results of  bagging and voting classifiers with their 

single classifiers counterpart. Machine learning has proven to be very effective in analyzing and 

predicting student learning. Ensemble classifiers, including Decision Tree, Random Forest, 

and Support Vector Machine, were used on both a Kaggle online dataset and a local dataset 

acquired through questionnaires. From the local dataset evaluation, Bagging and Logistic 

Regression showed the highest performance with 89% Accuracy and F1-Score, 100% 

Precision. While Naïve Bayes had the lowest performance with 56% accuracy. Conversely, 

Voting and Logistic Regression achieved the highest accuracy of  68% on the Kaggle online 

dataset. The validation revealed that ensemble methods are effective in educational settings and 

warrant further investigation. 

This research's findings can help pinpoint underperforming students and give more attention to 

them to ameliorate their learning. With this, there will be quality in terms of  learning at the 

secondary level of  education while helping the potential of  higher education. The accuracy of  

these techniques depends on the available data and the nature of  the problem. Machine 
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learning can play a vital role in improving the educational system by predicting and improving 

students' academic progress.
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